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The prediction accuracy of the ONIOM method for the interpretation of infrared spectra of gas-phase molecules
of biological interest has been investigated. With the use of experimental results concerning amino acids,
small peptides, and sugars taken from the literature, mode-specific local scaling factors have been determined
for different high-layer/low-layer couples. A significant improvement is noticed when using local scaling
factors with respect to global factors. The B3LYP/6-31G*:AM1 level turns out to offer the best trade-off
between computational expense and accuracy. In the case of the RGD peptide, the B3LYP/6-31G*:AM1 and
the B3LYP/3-21G levels require similar computational expense, but the former yields structures and predicted
spectra comparable to those obtained from pure B3LYP/6-31G* calculations with a factor of 2 in time-
saving gain. The experimental infrared spectrum of doubly charged gas-phase vancomycin ions has been
recorded in the 1000—2000 cm™! range and compared to predicted spectra of three different conformers at
the BALYP/6-31G*:AM1 level. This demonstrates the possible interpretation of IR spectra of relatively large

systems (178 atoms) with the use of rather modest computational means.

1. Introduction

The combined quantum mechanical and molecular mechanical
(QM/MM) method! ™3 is widely applied in structure and dynam-
ics studies of molecular systems. A localized region is treated
at a more or less elaborate quantum level (high layer), whereas
its surrounding is treated at a much simpler and economical
level (low layer). This method has been in particular used for
the interpretation of infrared spectra. Accurate simulations of
infrared spectra require rather computationally demanding
quantum calculations and are generally conducted at the density
functional theory (DFT) level. They are thus restricted to
systems containing a number of atoms typically less than 200
atoms, even with very efficient treatments such as RI-DFT-D*
or SCC-DFTB.’ Less computer-time-demanding approaches
using force-fields or semiempirical (SE) methods are applicable
to considerably larger molecular sizes but usually lead to sizable
prediction errors, even with the use of sophisticated improve-
ments.®” Through mixing of quantum and classical descriptions,
the QM/MM approach allows interpretation of infrared spectra
of large-size biomolecular systems®™!* as well as small-size
systems embedded in explicit solvents.!! "¢

During recent years, experimental gas-phase infrared spec-
troscopy studies of neutral'’"?° and ionic?!'~?* species of bio-
logical interest have been conducted. The goal of these studies
is the investigation of intrinsic structures in absence of any
environment. Nearly ideal conditions, although somewhat far
from biological reality, are then fulfilled and rigorously cor-
respond to those encountered in quantum chemistry calculations
then allowing direct comparison between experiments and
simulations. The size of the gas-phase investigated systems has
been steadily increasing from elementary building blocks such
as nucleobases, amino acids, or sugars®® up to much larger
systems such as decapeptides,* gramicidin,?® and cytochrome
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.2’ Exploration of potential energy surfaces and simulation of
infrared spectra thus require more and more computational
means.

We here wish to evaluate the possibility of using the QM/
MM approach for reasonably accurate predictions of infrared
spectra compatible with the improved spectral resolution
obtained in gas-phase studies conducted with lasers as compared,
for example, to Fourier transform infrared (FT-IR) spectroscopy
in condensed phase.'>?® For that purpose, we evaluate the
efficiency of the ONIOM method through comparison between
experimental spectra and simulations conducted with different
high- and low-level couples. In a first step, we determine specific
scaling factors®?® that take anharmonicity into account and
minimize prediction errors in harmonic calculations. For that
purpose, we use available experimental infrared spectra obtained
by different groups for small mass-selected and conformer-
selected gas-phase molecular species. We further use those
scaling factors to interpret experimental results obtained from
infrared resonant multiphoton dissociation (IRMPD) spectros-
copy of intermediate size molecular systems.

2. Determination of Mode-Specific Scaling Factors
Appropriate to the ONIOM Method

The here presented mode-specific scaling factors have been
obtained from simulations of infrared spectra of mass-selected
and conformer-selected molecules.’® Those simulations have
been carried out using the ONIOM method'33! as implemented
in the Gaussian 03 package.*? Our goal is to achieve reasonably
accurate predictions of vibrational frequencies of systems larger
than those feasible by treating the whole system with pure DFT
methods. We thus aim to set a minimum number of atoms in
the high layer. In gas-phase experiments conducted with lasers,
infrared spectra are generally not recorded over ranges as wide
as in FT-IR experiments.?® Instead a rather small number of
vibrational modes providing crucial information about structures
are particularly scrutinized. Modes involving groups such as

© 2009 American Chemical Society

Published on Web 06/18/2009



ONIOM Method for Interpretation of IR Spectra

J. Phys. Chem. A, Vol. 113, No. 28, 2009 8021

TABLE 1: Scaling Factors a2 for the B3LYP/6-31G* ONIOM High-Layer Level with Three Different Low-Layer Levels and

for Two Pure DFT B3LYP Levels®

vibrational mode/method v(OH) v(NH,)as v(NH,)s v(NH) v(CO) y(NH,) y(NH) global scale factor
B3LYP/6-31G*:AM1 0.977 0.958 0.958 0.958 0.957 0.964 0.964 0.962
B3LYP/6-31G*:HF/STO-3G 0.973 0.957 0.957 0.952 0.956 0.964 0.967 0.960
B3LYP/6-31G*:B3LYP/STO-3G 0.974 0.958 0.959 0.955 0.954 0.964 0.970 0.962
B3LYP/3-21G 1.061 0.974 0.983 0.978 0.995 0.943 0.991 1.001
B3LYP/6-31G* 0.974 0.961 0.962 0.96 0.961 0.963 0.963 0.965

“Those scaling factors are given for seven vibrational modes providing structural information.

TABLE 2: Mean Error Dispersion g, for the B3LYP/6-31G* ONIOM High-Layer Level with Three Different Low-Layer

Levels and for Two Pure DFT B3LYP Levels

vibrational mode v(OH) v(NH,)as (NH,)s v(NH) v(CO) y(NH,) y(NH) single scale factor
B3LYP/6-31G*:AM1 16.9 7.2 134 23.2 6.8 5.9 8.2 28.8
B3LYP/6-31G*:HF/STO-3G 17.1 8.0 8.5 15.7 11.6 6.3 10.1 27.5
B3LYP/6-31G*:B3LYP/STO-3G 22.0 7.7 11.7 21.0 9.2 6.7 11.2 28.7
B3LYP/3-21G 47.8 22.4 46.5 17.9 8.1 17.7 14.5 131.6
B3LYP/6-31G* 9.1 11.1 12.6 9.0 4.9 7.4 2.7 24.2

N—H, N—H,, O—H, and C=0 that are very often engaged in
hydrogen bonds®' receive most of the attention.

When carrying out a two-layer frequency calculation with
the ONIOM method, one can freely choose atoms that are
included either in the high layer or in the low layer. However,
even investigating localized vibrations such as C=O0 stretches,**
we observe that a high layer only containing C and O atoms
most often leads to poor results in terms of mean error
dispersion. The here presented results have been obtained by
adopting the following selection procedure. All C=0, N—H,
N—H,, and O—H groups as well as the atoms linking two or
more of these groups and atoms H-bound to these groups were
set in the high layer treated at the B3LYP/6-31G(d) level.
Similarly, in the case of an aromatic ring including an N—H
group such as the tryptophan side chain, setting only this N—H
group in the high layer provides large errors for N—H stretching
and bending mode frequencies. Atoms sharing delocalized
electron density with the investigated groups must also be set
as high-layer atoms.

Since vibrational frequency calculations of molecules of
biological interest are usually carried out within the harmonic
approximation, we first determine appropriate mode-specific
scaling factors a%k for each given vibrational mode v using
different high-layer/low-layer levels L. This choice of mode-
specific scaling factors aims to lower prediction errors as
compared to global scaling factors covering the whole near-
infrared range. Those scaling factors are obtained by minimizing
errors between predicted and experimental values for molecules
constituting a training set. The aim being to predict as accurately
as possible IR spectra of relatively large systems, the molecules
in the used training set contain more than 25 atoms. Their gas-
phase IR spectra have been obtained by de Vries and Hobza,"
Chin and co-workers,*-¢ and Simons and co-workers3”*® with
the conformer-selective IR—UV double-resonance technique,®*!
leading to unambiguous assignment of experimental peaks.
N—H, N—H,, C=0 (amide I) stretching modes and N—H,,
N—H (amide II) bending modes are here investigated for 24
peptide conformers (the list is provided in the Supporting
Information). Seven sugar conformers are used for the O—H
stretching mode. No extra scaling factor is introduced to take
into account the effect of H-bonding strength on frequency
shifts. One should thus use these factors cautiously when the
studied molecules contain strongly H-bound N—H, C=O0, or
O—H groups with red-shifts larger than typically 150 cm™'. The
methodology followed to obtain the mean error dispersions o, ,

has been described in detail in a preceding paper*® where
transferable scaling factors were determined for the B3ALYP and
BPWO1 functionals. In brief, for each high-level/low-level of
theory L and each considered vibrational mode v, individual
scaling factors aii* are obtained by dividing the published
experimental value v for conformer j of molecule i by the
corresponding calculated value v¥;L. The here proposed “gas-
phase” transferable specific scaling factors alk are then the
arithmetic averages of the individual values deduced from the
training set. The predicted frequency values are by definition
equal to Vi, = alkwi k. Those mode-specific scaling factors
are given in Table 1. In order to evaluate their prediction
capabilities and their transferability, we provide in Table 2 the
standard deviations o, ;> given by

il N2 ijov.Lo vy 2
P n z (vpredict 1/elxp ( 2 (Vpredict 1}exp))

- nn — 1)

OV,L -

for the here considered high-level/low-level couples. n is the
number of considered frequency values.

We have chosen the widely used B3LYP functional**** for
the high layer. In a previous study,’® we have shown that the
performances of the 6-31G* basis set with respect to simulation
of infrared spectra are quite comparable to those of much more
computer-time-demanding basis sets such as 6-311++4G**. The
6-31G* basis set can be considered, as far as prediction of IR
spectra are concerned (and not for energy), as the most efficient
“value for money”. For the low layer, force-fields** or semiem-
pirical methods can be chosen. Since most of the amount of
computer time (typically 99%) is used for the high-level
calculations, we here employ the semiempirical AM1 method
that has previously been employed as well for the high layer®
as for the low layer.?>#9™*8 AMI1 has been shown to provide
very valuable results for the interpretation of structures* and
IR spectra.’ It is here tested as low-level method as well as
the HF/STO-3G and B3LYP/STO-3G methods.

An example of partitioning between high and low layers in
a conformer of [Ac-FGG] is displayed in the Supporting
Information. The treatment of borders between the high and
low layers is a delicate task in QM/SE or QM/MM methods.>%"!
We here simply use the basic link-atom solution set as default
in ONIOM. It consists in cutting bonds between high-layer and
low-layer atoms in a symmetric manner, leading to one unpaired
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TABLE 3: QMY/SE Partition, Number of Basis Functions,
and Relative Computer Time Required for Computation of
Vibrational Frequencies of Four Different Peptides at the
ONIOM B3LYP/6-31G*:AM1, B3LYP/6-31G*, and B3LYP/
3-21G Levels (Computer Time for Required for IR
Spectrum Simulation of Ac-F at the ONIOM B3LYP/
6-31G*:AMI1 Level Taken As Unit Time)

AcF Ac-FGG Ac-FA [RGD + HJ*

studied peptides

no. of atoms in the 11 25 17 38
model system for
ONIOM
total no. of atoms 29 43 39 47
no. of basis functions 117 249 183 317

for the B3LYP/model
system calculation

with ONIOM

no. of basis functions 253 385 338 406
for B3LYP/6-31G*

no. of basis functions 163 247 218 262
for B3LYP/3-21G

computer time for 1 12 33 21.5
ONIOM B3LYP/
6-31G*:AM1

computer time for 12 42 28 53
B3LYP/6-31G*

computer time for 3.6 133 8.3 16.6

B3LYP/3-21G

electron for each border atom, and capping the dangling bonds
with “dummy” H atoms. We optimize each structure at the
chosen level of theory, calculate the corresponding IR spectrum,
and check for absence of imaginary frequencies. We then assign
experimental peaks to computed frequencies for O—H, asym-
metric and symmetric N—H,, N—H, and C=0 stretches, N—H,
and N—H bends. We also compare the performances of ONIOM
methods to those of all-atoms B3LYP calculations with the
3-21G and 6-31G* basis sets. The results concerning the mean
error dispersions o, are presented in Table 2.

Surprisingly, increasing the level of the low layer does not
lead to any significant improvement of performances as far as
the prediction accuracy of the studied vibrational mode frequen-
cies is concerned. Results obtained with the use of the DFT
level B3LYP/STO-3G are less satisfying than with the semiem-
pirical AMI1 level both for mean errors and mean error
deviations. The HF/STO-3G level performs better than AM1
only for ¥(N—H) and v(N—H,); stretching modes. In this last
case, the computer time required for structure optimization and
IR spectrum calculation of, for example, the Ac-FGG protected
peptide starting from the same nonoptimized structure becomes
50% larger. When using a parallel version of Gaussian 03, one
should, however, prefer HF/STO-3G as the low layer since the
calculation of frequencies is not run in parallel at the AM1 level.
We thus conclude that the B3LYP/6-31G*:AMI1 method
represents the best trade-off between computational expense and
prediction accuracy for QM/SE vibrational frequency calcula-
tions, and we employ it in the following part of this study. QM/
SE methods save computer time and memory and thus allow,
for a given available computing power, the simulation of IR
spectra of systems that would otherwise require a too large
number of basis functions for pure DFT calculations. In order
to quantify this computer time saving, we compare in Table 3
the amount of computer time required to calculate vibrational
frequencies with the same computer for four peptides. If Ny,
and N, are, respectively, the number of atoms in the high layer
and the total number of atoms, this table shows that the computer
time saving scales approximately as (Ng/Ny)>.
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The number of basis functions involved in the calculation
performed at the B3LYP level governs the amount of time
required for computing the frequency spectrum. The time
required for simulating IR spectra at the AM1 level is much
shorter (e.g., 60 times shorter than the pure B3LYP/6-31G* level
for the calculation of [RGD + H]* peptide vibrational frequen-
cies, see below). Therefore, as can be easily guessed, the number
of atoms in the high-level system must be as small as possible.

3. Interpretation of Experimental IRMPD Spectra with
the ONIOM Method

We compare IR spectra predicted by ONIOM to experimental
spectra obtained at room temperature with the free electron laser
(FEL) facility CLIO of the Orsay University.”> The data are
obtained by IRMPD spectroscopy, a quasi-universal technique
allowing the recording of IR spectra of isolated ionized species.
This method has been previously described into detail in refs
53 and 22. Briefly, ions are generated in gas phase by means
of an electrospray source and mass-selected in a quadrupole
ion trap. Following illumination by a free electron IR laser beam
scanning the spectral region of interest, here 1000—2000 cm ™!,
the ionic fragmentation rate induced by sequential resonant
absorption of several photons is monitored and constitutes the
experimental IR spectrum. The conformers of a molecular ion
exhibit different intramolecular interaction patterns (H-bonds,
NH—u, salt bridges, etc.) and thus possess different vibrational
modes providing structural signatures. It may turn out that
several conformers coexist at low temperature or interconvert
at room temperature and can then contribute to the experimen-
tally recorded spectrum.

3.1. Arginine—Glycine—Aspartic Acid (RGD) Peptide.
The RGD amino acid sequence plays a major role in cell
adhesion since it is specifically recognized by the transmembrane
integrins.>* In a previous study,”® we recorded its IRMPD
spectrum and interpreted the experimental results by means of
pure DFT and Car—Parrinello quantum molecular dynamics.
The protonated [RGD + H]" peptide possesses two low-lying
charge-solvated conformers CS1 and CS2 populated at 300 K,
both with the proton localized on the arginine side chain. In
conformer CS1, this guanidinium group interacts with both
carboxyl groups, i.e., the RGD C-terminal and the Asp side
chain (no free C=0 group), whereas the guanidinium group
only interacts with the Asp side chain in conformer CS2.

In the present study, the corresponding structures are opti-
mized and their vibrational frequencies are computed using
ONIOM DFT:AMI1 molecular orbital calculations. A minimum
set of 27 atoms (over a total number of 47 atoms) should be
included in the high layer in order to take into account the most
structurally important functional groups, i.e., the peptide
backbone and the R and D side-chain atoms involved in
hydrogen bonds. In order to obtain an acceptable prediction
accuracy for a given set of vibrational frequencies (typically
better than 15 cm™'), atoms sharing electronic density with
atoms involved into the studied vibrations must also be included.
In the present case of the [RGD + H]" ion, 38 atoms among a
total number of 47 are included in the high-layer nevertheless
leading to a computational time reduced by a factor of 2 as
compared to a pure B3LYP calculation still using the same basis
set 6-31G*.

Superimposed structures of a protonated [RGD + H]*
conformer computed at the ONIOM DFT/AMI and at the pure
DFT B3LYP/6-31G* levels of theory are displayed in the
Supporting Information. A root-mean-square deviation (rmsd)
of only 0.08 A is observed between the two structures. The
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Figure 1. From top to bottom: predicted spectra of the [RGD + H]*
CS1 conformer at the ONIOM B3LYP/6-31G*:AM1, B3LYP/6-31G*,
and B3LYP/3-21G levels.

simulated spectrum of the RGD peptide CS1 conformer (the
CS2 conformer simulated spectrum is provided as Supporting
Information) optimized at the ONIOM B3LYP/6-31G*:AM1
level is compared in Figure 1 to the simulated spectra obtained
from pure DFT optimizations at the B3LYP/6-31G* and
B3LYP/3-21G levels. Those spectra exhibit spectral features
in the 1100—1150, 1400—1450, 1500—1550, and 1650—1750
cm™! regions that can be attributed to vibrational modes,
respectively, involving O—H, N—H, and N—H, bending modes
and C=O stretch modes. The three methods lead to rather
similar simulated spectra in the case of the free O—H bends
(1100—1150 cm™") of the carboxyl groups and that of the amide
II (1500 cm™") or amide I (1750 cm™!) modes involving
atoms engaged into weak hydrogen bonds. The ONIOM
B3LYP/6-31G*:AM1 and the pure B3LYP/6-31G* simulated
spectra are in fair agreement over the whole spectral range. On
the contrary, the B3LYP/3-21G level lacking diffuse functions
totally fails to interpret strong hydrogen bonding. This appears
in the case of the strongly blue-shifted O—H bends (1450
cm™!). The large peak observed around 1620 cm™' at the
B3LYP/3-21G level corresponds to the near coincidence of the
strongly blue-shifted N—H, bend of Arg and the strongly red-
shifted C=0 stretch of the Gly-Asp amide bond both engaged
into hydrogen bonding with the C-terminal carboxyl group. At
the ONIOM B3LYP/6-31G*:AM1 and pure B3LYP/6-31G*
levels, those lines are both predicted at 1655 cm™".

The IRMPD experimental spectrum of the RGD peptide is
compared in Figure 2 to the spectra of the different conformers
simulated at the ONIOM B3LYP/6-31G*:AM1 level. The
IRMPD spectrum is not strictly equivalent to the calculated
linear infrared absorption spectrum. As often observed in
IRMPD experiments, intensities are poorly reproduced due to
the nonlinear character of the multiphoton absorption process.>
Moreover, red-shifts due to anharmonic absorption of excited
species can also be present.?? In addition to the low-lying CS1
and CS2 conformers, other conformers can also exist at
considerably higher energies. Energy calculations conducted at
the ONIOM level contain contributions of the link atoms and
thus cannot be used. We here consider relative conformer
energies calculated at the pure DFT level. In the neutral
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Figure 2. From top to bottom: experimental [RGD + H]" IRMPD
spectrum, predicted ONIOM B3LYP/6-31G*:AMI1 infrared absorption

spectra of the CS1, CS2, GNI, and SB1 conformers. The relative
conformer energies are calculated at the B3LYP/6-31G* level.

guanidine structure (GN), the guanidine side chain of R is neutral
and the extra proton is located on the N-terminus that interacts
strongly with the guanidine group and with the C-terminal and
R-G amide carbonyls. In the salt-bridge (SB) structure, the
guanidine group and the N-terminus are both protonated,
whereas the D carboxyl group is deprotonated. The interaction
between the protonated N-terminus and the D carboxylate group
is then very strong. In the simulated spectra of the GN and SB
conformers, the calculated amide bands at 1500—1750 cm™!
are either too wide or too narrow and do not fit the experimental
spectrum, in agreement with their calculated high energies.
3.2. Vancomycin Glycopeptide. The vancomycin glyco-
peptide is a last resort antibiotic against the Staphylococcus
aureus bacteria. It binds noncovalently and enantiospecifically
to the D-Ala-D-Ala terminus of the bacterial cell-wall pepti-
doglycan precursor UDP-N-acetyl-muramyl-pentapeptide, and
this interaction induces cell death. The vancomycin-D-Ala-D-
Ala peptide complexes have already been studied in gas phase
by means of mass spectrometry.’®>” We here interpret experi-
mental the IRMPD spectrum of mass-selected vancomycin®*
ions (178 atoms) confined in a Paul trap at 300 K°® that we
have recorded in the 1000—2000 cm™' range. These ionic
species are the most abundant positive charge states observed
with the electrospray ionization (ESI) source. This experimental
IRMPD spectrum is displayed in Figure 3 and is still reasonably
well resolved although the vancomycin®* ion mass is rather large
(1449.4). The full width at half-maximum (fwhm) of the spectral
lines have the same order of magnitude (~40 cm™!) as those
observed in the case of small peptides. In order to model the
structures of these dications, we use the Protein Data Bank
(PDB, entry laa5) file as initial structure. We add protons to
the two most basic sites in solution, i.e., the N—H, group in
the sugar moiety and the methylated N-terminal of the peptide
moiety. In order to explore the conformational space, we have
carried out a Systematic Pseudo Monte Carlo (SPMC) torsional
sampling of the potential energy surface (PES)*® implemented
in the Macromodel software (MacroModel, version 9.6, Schro-
dinger, LLC)®! with the MMFF force-field. Ten thousands
structures were generated and 200 unique conformations were
found within 10 kcal/mol ™" of the global minimum. The lowest
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Figure 3. Experimental IRMPD spectrum of [vancomycin + 2H
ions and predicted spectra of conformers 3, 1, and 2 simulated at the
ONIOM B3LYP/6-31G*:AM1 level. The relative conformer energies
are calculated at the B3LYP/6-31G* level.

]2+

energy structure was named conformer 1. Clustering of the
remaining 100 most stable structures with the Xcluster software®
indicates the existence of three distinct conformer families.
Among those three families, two of them present sizable
similarities, and for simplicity, we further consider them as a
unique conformer. We are thus left with three conformers,
conformer 1 being the lowest-energy one with the MMFF force-
field and conformers 2 and 3 representing two other very
different families. Conformers 1, 2, and 3 were first optimized
at the AM1 level and further reoptimized at the ONIOM
B3LYP/6-31G*:AM1 level in order to calculate the vibrational
frequencies. The relative energies of these three conformers
calculated at the B3ALYP/6-31G* level are very close and given
in Figure 3. Those energies are only indicative due to the
presence of aromatic cycles that are not correctly treated at this
level of theory. In between 1000 and 2000 cm™', a large number
of modes exist from strongly coupled modes with concerted
atomic movements within the sugar moiety around 1030 cm™
up to C=O0 stretching modes around 1750 cm™'. As only
vibrational modes involving atoms included into the high layer
are correctly described, for memory space reasons, we had to
carry out two separated ONIOM calculations to get the entire
spectrum. The first calculation includes the sugar and the three
rings below it in the high layer, whereas the second one includes
in the high layer the complementary part, i.e., the peptidic
moiety connected by two phenol rings. Those two complemen-
tary partitions are provided as Supporting Information. The
corresponding rmsd’s between the very similar and comple-
mentary optimized structures are, respectively, equal to 0.3617,
0.5955, and 0.3711 A for conformers 1, 2, and 3. Only spectral
lines corresponding to vibrational modes involving atoms in the
high layers from each complementary calculation are gathered
in the simulated spectra displayed in Figure 3. The whole sets
of frequencies are convoluted by a Lorentzian function (15 cm™
fwhm). We use the scaling factors obtained in the first part of
this study, respectively, 0.957 for C=0 stretches, 0.964 for
N—H bends, and 0.964 for N—H, bends. For the remaining
modes, mainly O—H bends and C—O stretches of the disac-
charide moiety in the 1000—1450 cm™' range, we apply the
recommended NIST scaling factor 0.96 for B3ALYP/6-31G*. A
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first important point is that the three spectra corresponding to
conformers 1, 2, and 3 are clearly distinguishable. The nonlin-
earity inherent to the IRMPD process implies that relative
intensities are not always well reproduced, but the agreement
for band positions and shapes is nevertheless reasonable,
especially for conformer 3 in the 1000—1300 cm ™! region where
mainly C—O stretches in the rather flexible sugar moiety and
O—H bends are excited. Interestingly, between 1300 and 1750
cm™!, where bound C=0 stretches, N—H bends, and ring modes
are resonant with the IR laser, conformer 1 seems to account
for the main features. However, none of the three considered
conformer spectra entirely matches the experiment. This may
be due to the high vibrational temperature of the ions in the
trap allowing vancomycin®™ ions to widely explore their
conformational space. It should also be pointed out that
conformers 1, 2, and 3 may not be the lowest-energy structures
since they have been obtained through a MMFF force-field
exploration and thus may not be the most populated species in
our experiment. The free C=O0 stretching mode at 1790 cm™!
is missing in the experimental spectrum. This might be due to
the two following reasons. This mode is strongly localized, and
its coupling to other lower-frequency modes leading to IRMPD
fragmentation is very weak. Besides, the FEL laser intensity
sharply decreases at these wavenumbers and the energy
threshold induced by the nonlinearity of IRMPD might not have
been reached. A superimposition of the PDB laa5 crystal
structure® and of the gas-phase vancomycin®* ion in conformer
1 corresponding to the spectrum displayed in Figure 3 is
provided as Supporting Information. The main differences
involve the sugar group and the leucine residue. The gas-phase
ion structure is more compact than the solution structure due
to the absence of the solvent which shields electrostatic
interactions.

In a recent paper, Yang et al.’’ published low-energy gas-
phase structures of the vancomycin®™ ion obtained through
molecular dynamics (MD) simulations. The lowest-energy
conformer of the vancomycin® ion is very different from the
three conformers of the vancomycin®" ion. In the vancomycin™
ion, the NH5™ group is solvated by three carbonyls. In contrast,
we here find that in conformer 3 of the vancomycin?* ion, this
group is solvated by only two carbonyls sitting outside the
binding pocket and that it is free in conformers 1 and 2. The
binding pocket is also less opened in the vancomycin®* ion than
in the vancomycin™ ion. These differences are likely due to the
short distance (6 A) in the vancomycin® ion conformer found
by Yang et al.’’ between the NH;' group and the second
protonation site of vancomycin as well as to the hydrogen-
bonding network stabilizing this site in conformers 1, 2, and 3
of the vancomycin®" ion.

4. Conclusion

Pure DFT calculations turn out to be very efficient for
interpretation of infrared spectra. When the size of the studied
molecular systems becomes too large, a compromise between
calculation requirements (memory and time) versus prediction
accuracy must be made. One then faces different choices.
Decreasing computer time and memory can be made by
lowering the used basis set (e.g., the 3-21 G set instead of the
6-31G* set) or by partitioning the system into a high level
containing the most spectroscopically crucial atoms and a low
level for the remaining atoms. The ONIOM QM/SE B3LYP/
6-31G*:AM1 level requires computer time similar to that
required for pure B3LYP/3-21G (Table 3), but its prediction
accuracy is nearly twice better. In particular, the B3ALYP/3-21G
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spectrum fails to reproduce most of the experimental data in
the spectral regions involving atoms engaged into strong
hydrogen bonding. This turns out crucial in the amide A (N—H
stretch) region where even more elaborate QM/SE levels (Table
2) or pure DFT,* even taking into account dispersion (DFT-
D), can provide somewhat disappointing predictions and the
possibility of misassignments of spectral features cannot be
excluded. RI-MP2 calculations leading to prediction accuracies
better than 7 cm™! must then be preferred.®

The use of mode-specific scaling factors makes interpretation
of IR spectra somewhat more tedious but can provide a sizable
improvement of the prediction accuracy, in particular for amide
I and amide II vibrational frequencies that are used in studies
of secondary structures of peptides.** In the case of small
peptides, typical ratios for B3LYP/6-31G* versus ONIOM
computer times are around 5. Standard deviations of ca. 8 cm™!
are obtained for amide I and amide II modes with specific
scaling factors at the ONIOM QM/SE B3LYP/6-31G*:AM1
level as compared to standard deviations obtained with global
scaling factors equal to 11 cm™! in the case of a homogeneous
family of molecules (linear tetrapyrroles) for the pure B3LYP/
6-31G* level. It is interesting to compare those values to the
3% prediction accuracy in the QM/MM theoretical interpretation
of IR spectroscopic study of binding of guanosine triphosphate
(GTP) in the binding pocket of the large Ras protein.!°

The choice of the minimum number of atoms that must be
included in the high layer is delicate. In the case of the rather
small protonated RGD peptide, we observe that this number is
quite large (38 atoms over a total number of 47 atoms) and
may be considered as somewhat disappointing. However, we
notice that the computer time gain for the simulation of infrared
spectra using ONIOM as compared to pure DFT calculations
scales as the third power of the ratio of the number of atoms in
the high layer and the total number of atoms. This gain becomes
sizable in the case of vancomycin ions. Taking advantage of
the relative stiffness of this molecular system, it has been
possible to divide it into two separate moieties and treat them
independently. In that case, the interpretation of the IRMPD
spectrum can be conducted at the rather reliable B3LYP/6-31G*:
AMI level.
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